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22.1 Introduction

Over-time, longitudinal, and repeated measures

are all terms referring to data with repeated mea-

surements of the same variables within the same

unit (e.g., person, family, team, company). At a

minimum, data may have only two timepoints

(e.g., measuring pre- and post-intervention), but

they can also be much more intensive (e.g., sec-

ond-by-second measurements within a social

interaction). When people think about longitudi-

nal data, self-report data often come to mind, but

longitudinal data can be observational, beha-

vioral, or physiological as well. Smartphone

use, health-based data, physiological responses,

or academic outcomes can all be longitudinal if

you collect the same data repeatedly from the

same unit.

22.1.1 Why Do Researchers Use
Longitudinal Methods?

Researchers use longitudinal methods for differ-

ent reasons. One prominent reason is because

they are interested in modeling change over

time (e.g., how do feelings of belonging change

across the four years of college?). Another reason

is because they want to know whether the asso-

ciation between two variables exists within a

person (a within-person effect) or across people

(a between-person effect; Gable & Reis, 1999).

For example, if examining stress and well-being,

a within-person effect would focus on whether

people experience lower well-being on days

when they are more stressed compared to days

when they are less stressed, whereas a between-

person effect would focus on whether people who

are more stressed tend to experience lower well-

being compared to people who are less stressed.

A third common reason for collecting repeated-

measures data is to increase measurement relia-

bility. For instance, instead of asking people to

report about their personality at one timepoint,

researchers may ask participants to report about

their personality on many different days to try to

obtain more stable, reliable estimates.

In writing this chapter, we had three main

goals:

1 help researchers consider design decisions

when developing a longitudinal study,

2 describe the different decisions researchers have

to make when analyzing longitudinal data, and

3 consider the unique properties of longitudi-

nal designs that researchers should be aware

of when designing and analyzing longitudi-

nal studies.

This chapter is not meant to answer every

question about longitudinal data. Instead, we

aim to provide a comprehensive overview of the

major issues that researchers should consider, and

we also point to more extensive resources.

* We wish to thank Niall Bolger, David Kenny, Harry
Reis, Tessa West, C. J. Concepcion, Emily Diamond,
Annika From, and Micaela Rodriguez for their helpful
feedback on a prior version of this chapter.
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22.2 Design Decisions

There are several common types of repeated-

measures design (see Table 22.1) and many

aspects to consider when designing a study with

repeated measures. For example, one critical

design aspect is ensuring that the timescale of

your repeated measures matches the timescale

of the phenomena you are studying (see Figure

22.1). Ideally, you will choose measurement

timepoints that accurately reflect the underlying

pattern of temporal change.

Table 22.1 Common types of repeated-measures design

Name Definition Examples

Event-contingent Participants provide data (self-report,
behavioral, physiological) in
response to a particular event.
With advent of technology, also
options to make this location-
contingent based on location data
(e.g, GPS).

Participants are given a link to a survey
and are instructed to complete the
survey every time they experience a
negative interpersonal event.

Participants wear an ambulatory heart
rate (HR) monitor and are instructed
to assess their HR and complete a
survey every day when they enter and
leave the workplace

Daily diary Typically a single daily assessment Participants are sent a link to a survey
each night for two weeks and told to
complete the survey right before bed.

Participants are sent a link to a survey
each morning for a week and asked to
complete the survey right after they
wake up.

Experience sampling method
(ESM)

Ecological momentary
assessment (EMA)

Typically multiple times a day with
the goal of capturing a snapshot
of natural life.

Typically multiple times a day with
the goal of capturing momentary
experiences.

Practically EMA and ESM are used
interchangeably for methods that
use multiple assessments per day
for a number of days

For one week, participants are sent text
messages at random times throughout
the day with a link to a survey asking
them to report on their social interac-
tions in the past 30 minutes.

Participants download a research app
that prompts them to complete sur-
veys and physiological measures,
such as HR and blood pressure (BP),
every morning, afternoon, and eve-
ning for three weeks.

Pre–post Gathering data before and after an
event (can be a naturally occur-
ring event or some type of
manipulation or intervention)

Participants complete surveys and
behavioral and physiological tasks in
the lab before and after a one-month
online intervention.

Participants are sent links to surveys
before and one week after an election.

Dealing with Repeated Measures 533

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.023
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:47:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.023
https://www.cambridge.org/core


As you plan your study, we encourage you to

think through the questions you want to answer

and the analyses you will eventually run as much

as possible. As we both learned firsthand, some-

times a few tweaks in a design can save you a

headache at the analytic stage.
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Figure 22.1 Figures display patterns of change in a phenomenon (Y) over time. Dots represent values of Y
obtained by measurements at five timepoints. Within the same column, the data obtained in rows 1 and 2 are
the same. However, in the first row, the measurement timepoints capture the underlying pattern of change; in
the second row, the measurement timepoints miss meaningful information about the underlying pattern of
change

Table 22.1 (Cont.)

Name Definition Examples

Longitudinal Although all of these designs are
longitudinal, in practice this term
is often used to refer to designs
with fewer repeated measures
that span longer periods of time
and are collected with longer
time intervals between them,
often across months or years (as
opposed to “intensive longitudi-
nal designs,” like daily diary or
ESM studies that typically
include frequent repeated mea-
sures at close intervals)

Participants who just got married are
sent a link to a survey every six
months for three years.

Participants who started college are
brought into the lab to complete sur-
veys and behavioral and physiologi-
cal tasks at the beginning and end of
each academic year.
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22.2.1 Frequency and Timing
of Repeated Measures

One decision you have to make when designing a

longitudinal study is how frequently the data will

be collected, as well as the distance from initial to

final data collection. At the forefront of your deci-

sion making should be the purpose of collecting

data over time: what questions are you trying to

answer?

22.2.1.1 Equal versus Unequal Spacing
If you are examining change across timepoints,

equal spacing between repeated measures (e.g.,

collecting data every four months – four, eight,

and twelve months after an event of interest)

typically allows for a more parsimonious analytic

model than unequal spacing. However, you may

have theoretical or practical reasons for unequal

spacing. For instance, you may not be interested

in predicting change across many timepoints or

from one timepoint to the next, but rather in

looking at the effects of baseline processes (i.e.,

variables collected at an initial measurement) on

short- and long-term changes. One of us con-

ducted a study tracking couples one month, six

months, and twelve months after a baseline lab

session so that we could see how baseline pro-

cesses predicted change at shorter and longer

follow-ups. Researchers can also face fiscal con-
straints that make equally spaced timepoints dif-

ficult. If a researcher wants to study reactions to

an election and does not have funds to collect

twelve weeks of data, they might collect data

one week before the election, right after it, and

three months later. With projects like these, the

question is less about tracking consistent change

over time and more about reactions before, dur-

ing, or after a particular event of interest.

Researchers may also end up with unequal spa-

cing due to the nature of their variables. A

researcher who is interested in work experiences

might conduct a daily diary study for two weeks

on Monday through Friday, creating unequal

spacing due to weekends. Weekends can be

marked as missing data points if the researchers

want to model time continuously, but they are not

missing at random and could be meaningfully

different from the rest of the data. Lastly,

researchers might also use an event-contingent

design in which participants are instructed to

complete a participant-initiated survey each time

an event occurs (e.g., the Rochester interaction

record; Reis & Wheeler, 1991; see Reis, Sels, &

Gable, Chapter 12 in this volume). This type of

design typically creates unequal spacing because

the event of interest does not occur in an equally

spaced manner (e.g., if participants report every

time an interpersonal conflict occurs, this might

be three times a day for some people and once a

week for others).

22.2.1.2 Frequency of Variables
of Interest
As noted above, an important aspect to consider

is how often the processes or behaviors you are

interested in occur. Some processes, like rela-

tionship conflict or discrimination, tend not to

occur on a daily basis (e.g., Gordon & Chen,

2014; Harris et al., 2022), making it difficult to
capture them within a shorter time frame.

Collecting data daily for a week in this case

may yield less useful information than collecting

data once every few days or once a week for a

longer period of time.

22.2.1.3 Stability of Variables of Interest
How frequently do the processes you are studying

change? If measurements only occur during a

time window in which little change occurs (e.g.,

relationship satisfaction during the honeymoon

phase), you may end up collecting a lot of data

with little variability (this stability may be useful

information, but researchers collecting repeated-

measures data are often interested in modeling

change). If your variable of interest is slow-mov-

ing, you may want to spread your measurements

out over a longer period of time. For example,
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heart rate changes rapidly and you may assess

change every few seconds, whereas salivary cor-

tisol assessments are typically spaced further

apart, given slower changes (Thorson et al.,

2018). This is true with psychological and beha-

vioral processes as well. For example, we have

found that people show more day-to-day varia-

tion in relationship conflict than they do in rela-

tionship satisfaction (Gordon, 2023).

22.2.1.4 Proximity of Data Collection to
the Event of Interest
If your study is capturing information about spe-

cific events or behaviors, consider how close data

collection needs to be to the event or behavior. If

you want to capture data about the event quickly

(e.g., emotion regulation right after an exam), you

might want to use an event-contingent design.

The less you care about capturing the event as it

occurs, the further apart you can space your time-

points. Sometimes a researcher is interested in

information about an event or experience that is

easy to recall (e.g., rare and memorable events

such as whether a couple broke up but not details

about the psychological processes that occurred

during those events). In these situations, conduct-

ing a study with longer spacing between follow-

up surveys may be preferable.

22.2.1.5 Timeframe of Variables
For designs that are not event-based, consider the

timeframe in which you want to capture an

experience. Do you want to capture people’s

emotions at a given moment or their mood across

an entire day? Thinking through the operationa-

lization of your variables (e.g., what are the exact

self-report questions that you will ask?) can help

you decide, for example, whether you need to

capture data multiple times a day or whether

only once a day will suffice (Chun, 2016). Here,
again, it is useful to think about the timescale

of the phenomena you are studying (see

Figure 22.1). If a process fluctuates throughout

the day – emotional experiences, for example –

and you want to capture those fluctuations, you

might ask about it several times a day and in

reference to the past thirty minutes (e.g., “How

excited have you felt over the past thirty min-

utes?”). If a process is stable throughout the day

(but fluctuates from day to day) – certain habits

and behaviors, for example – you might ask about

it once a day and in reference to the whole day

(e.g., “How many minutes did you spend vigor-

ously exercising today?”).

22.2.1.6 Minimum Number of Data
Points
Often people ask about the minimum number of

data points for a repeated-measures study. This

will depend on many factors, not least of which is

the specific question researchers are asking. For

instance, you may be interested in modeling

trajectories of variables over time. Pre–post

designs – in which measurements are collected

before and after some event or process – only

require two timepoints. Most designs and ques-

tions about change, including questions about

within-person variability and the nature of change

over time (e.g., whether linear or nonlinear)

require many more timepoints, though. For ana-

lyses of these types, the more data points the

better (see also the subsection 22.2.2 below). In

other situations, you may be collecting repeated

measures to yield a more reliable estimate of a

particular variable or process. In these cases, the

number of data points you need will depend, in

large part, on the variability of your variables of

interest. If the variable is highly stable, one or a

few data points may be enough – for example,

asking students their GPAweekly will yield little

variability. On the other hand, if the variable

varies from day to day (e.g., social activities can

vary a lot across days), more data points will be

necessary to capture a reliable estimate of the

average effect.

22.2.1.7 Multiple Frequencies
Think creatively! You can have different kinds of

data collected at different frequencies. For exam-

ple, researchers could track a group of college
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students across four years of college and conduct

an event-contingent study during exam week at

the end of each academic year to examine emo-

tion regulation processes as they relate to stress-

ful academic situations. They could also bring

students into the lab at the end of every year to

examine changes in emotion regulation in

response to an acute stressor. As another exam-

ple, researchers could collect social interaction

data from work teams during a monthly team

meeting. At the same time, the researchers could

track the teams’ quarterly performance and col-

lect quarterly self-reports about team cohesion.

22.2.1.8 Timing of Assessments
You also have to decide exactlywhen your assess-

ments will occur. If you are collecting data once a

day, do you want to survey people in the morning,

in the afternoon, or at night? Or can people com-

plete the survey whenever they want? This deci-

sion should be driven by the questions you are

asking. For example, timing would differ if you

were interested in capturing participants’ expec-

tations for the day rather than having them reflect
on the day’s events.

If you are collecting data multiple times a day,

think about whether you want your reports to be at

specific times or randomly distributed. If at speci-

fic times, do you want them tied to certain events,

like waking, the end of the workday, or bedtime? If

randomly distributed, you can consider having

multiple assessments that appear randomly within

designated time intervals (e.g., sometime between

8 am and 10 am, between 11 am and 1 pm, and so

on), to ensure a somewhat even distribution across

the day. Also think about the starting timepoint. If

you have different questions at different times,

starting with the timepoint that holds more of

your predictors than outcomes will help maximize

the data you can use to answer your primary ques-

tions. If you primarily want to use night reports to

predict reports the next morning, it makes sense to

have participants start at night and end with a

morning report, for example.

22.2.1.9 Other Concerns
One drawback associated with frequent check-ins is

that reporting on one’s experiences can affect peo-

ple’s reports of those experiences (Torre &

Lieberman, 2018; see Reis, Sels, & Gable,

Chapter 12 in this volume). For example, asking

someone five times a day whether they have called

their mother may prompt them to call their mother.

Or, more seriously, frequently asking someone if

they are feeling depressed could cause them to

introspect more and change their mood. Reports

can also be biased at first such that people initially

have stronger responses, and researchers may want

to account for this initial elevation bias (Shrout et

al., 2018). One way to do this is by including extra

“practice” timepoints at the beginning of the study

that are collected prior to any particular timepoint

of interest and can be excluded from analyses.

22.2.2 Power and Sample Size

In designing your study, you will need to plan

sample size. Statistical power calculations are not

as straightforward with longitudinal data as with

cross-sectional data because you have to decide

on sample size for each level of data. If running a

daily diary study, you need to decide how many

people and how many days (two levels). If you

have an ESM study, you have to decide how

many times a day as well (three levels). Keep in

mind that you will generally increase power more

by increasing the number of people rather than

the number of repeated measures (Bolger &

Laurenceau, 2013; Snijders & Bosker, 2012).

Below, we highlight several questions that are

important to think through when considering sta-

tistical power and sample size.

22.2.2.1 How Similar to Each Other Are
Measures from Different Timepoints?
One factor that affects power is the similarity

between repeated measures within a person. The

more similar repeated measures are, the less

unique information you get with each additional
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measure. One way to index this similarity is with

the intraclass correlation coefficient (ICC; e.g.,
Schrader et al., 1988; Uhlig et al., 2020), which,

in this context, represents the proportion of the

total variance in an outcome that is explained by

between-person variability in mean levels (for

details on calculation, see Chapter 3 of Garson,

2019). To give an extreme example: if you asked

adults to report their height each day for a week,

you would have all the information you need

about each participant after the first day because

adult height is unlikely to change from day to day

(ICC = 1, or 100 percent of variance is between-

person). On the other hand, if you asked adults to

use a random number generator and report the

number that was generated each day for a week,

then there would likely be no correlation between

repeated measures within a person, and each new

day of data from the same person would be as

beneficial (from a statistical-power perspective)

as a day of data from another participant (ICC = 0,

or 0 percent of variance is between-person). Of

course, these are extreme examples, but it’s worth

knowing that there are meaningful differences in

how highly correlated repeated measures can be

that depend on the phenomena being measured.

Ultimately, the more correlated the repeated mea-

sures are within a person, then the less statistical

power you have to detect a relationship with

another variable that is also collected repeatedly.

22.2.2.2 Are Participants Independent
of Each Other?
In addition to thinking about the nonindepen-

dence between repeated measures within a per-

son, you must also think about whether there is

nonindependence between the people in your

sample. If you are studying dyads or groups you

may have to account for the correlation between

people in the dyads or groups in your statistical

models. As with repeated measures, the more

similar people from one dyad or group are to

each other, the less information you get from

each additional person. Returning to our extreme

examples, if we had 100 clones who were iden-

tical, we would get no additional information

from each extra clone. On the other hand, if we

had 100 naturally made humans with differing

personalities and life experiences, each extra

human is likely to add more novel information.

More realistically, two siblings are likely to share

more personality traits and life experiences than

two strangers. In other words, there is less statis-

tical power to find a significant relationship

between two variables that are measured in a

sample of 200 sibling pairs (400 individuals)

than there is to find a significant relationship

between two variables measured in a sample of

400 individuals who are not related to each other

in any way (see chapter by Kenny, Ackerman, &

Kashy, Chapter 23 in this volume, for more

information).

22.2.2.3 Do You Care about Between-
Person Variability?
Often researchers collecting repeated-measures

data are interested in looking at the extent to

which people vary from each other (i.e., between-

person variability). This might be obvious if your

variables of interest are measured only between

persons. For example, if you are interested in how

motivation at work changes over time and whether

this differs for managers versus subordinates, the

comparison between managers and subordinates is

between persons. However, you might also be col-

lecting variables that include both within- and

between-person variability, and it is important to

consider which effects you are interested in. For

example, you might be interested in associations

between sleep and forgiveness. You hypothesize

that, on average, people are less forgiving after

experiencing conflict on days when they slept

worse than they usually do (a within-person effect).

However, you might also be interested in whether

this is true for everyone or whether people differ

from each other in the extent to which their forgive-

ness is related to how well they slept (between-

person differences in the within-person effect).
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This between-person question can be tested with

longitudinal data, but modeling the between-person

heterogeneity requires larger samples than if you

only modeled the average within-person effect

because the sample size is the number of people

in your sample, not the number of repeated mea-

sures. Modeling these between-person differences

inwithin-person effects also requires larger samples

than would be necessary to model between-person

differences in average levels (in our example, that

would be whether people who tend to sleep worse

than others also tend to be less forgiving after con-

flict; Bolger & Laurenceau, 2013).

22.2.2.4 How Do I Calculate Power and
Effect Sizes to Determine My Sample
Size?
Exact equations for calculating power are beyond

the scope of this chapter, but we do want to note a

few unique considerations that arise when calcu-

lating power and effect sizes with longitudinal

data.

It is not particularly useful to think of power at

the study level. Instead, you have to think about

power for each effect that you are interested in,

and power for each of these effects might vary

depending on the type of effect (e.g., within- or

between-person, including random effects or

not). If you collect repeated-measures data but

will ultimately have only one single data point

per participant (e.g., in cases in which you plan to

aggregate repeated measures to get a single esti-

mate for each participant or if you are predicting

an outcome variable that was measured only

once, like GPA at the end of college), then you

can use more traditional methods for calculating

power (see the subsection 22.3.1 below for more

on this). In cases where you are modeling

repeated measures within each person and thus

have nonindependence and multiple levels of

data, proper power calculations are an area of

ongoing development. Some resources have

been developed for straightforward two-level

models in which a single level of repeated

measures is nested within individuals (with no

additional nesting due to measuring dyads or

groups; for example, Monte Carlo simulation

methods: Arend & Schäfer, 2019; Bolger et al.,

2012; Lane & Hennes, 2018, and the design-

effect equation: Hox et al., 2018).

If you have a two-level model (see section 22.3

for more on determining levels in your model),

the design effect equation can be useful (Hox et

al., 2018; Snijders & Bosker, 2012). This equa-

tion uses your total sample size, the average

number of repeated measures per person, and

the ICC to calculate what is known as the effec-

tive sample size (Killip et al., 2004; Snijders &

Bosker, 2012). The effective sample size tells you

what the sample size would be for a simple ran-

dom sample with independent observations that

has the same precision of estimates (and therefore

statistical power) as your two-level sample with

nested data. It can help you figure out how large

your sample with nested data needs to be to have

the same statistical power as a particular sample

size with independent datapoints. So you may

have 1,000 datapoints from 100 participants pro-

viding ten days of data, but if you have a very

high ICC, you can think of that as having a

sample size that is effectively much smaller than

1,000 (and the design effect equation quantifies
what exactly “much smaller” means). To help

visualize how varying levels of nonindependence

shape effective sample size, Figure 22.2 displays

the effective sample size for a study of 100 people

with ten repeated measures at varying ICCs.

We refrain from providing links to specific
online calculators here to prevent suggesting

approaches that may become obsolete or may

keep you from looking for more updated pro-

grams. However, we encourage you to search for

“power calculations for multilevel models” (or

try replacing “multilevel models” with “mixed-

effects models,” “random-effects models,”

“nested models,” or “longitudinal models”) to

see what is currently available; new R packages

are frequently being developed. The better
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packages and online calculators often accom-

pany a published peer-reviewed article (e.g.,

see the approach by Lafit et al., 2021). Be

aware that a program developed to calculate

power in a simple two-level model will not be

accurate if your model is more complicated (e.g.,

more levels of data, such as in an ESM design).

If you are using structural equation modeling

(SEM), also be aware that power is often calcu-

lated for the entire model rather than for each

individual parameter estimate.

Effect sizes can also be more complicated to

calculate with longitudinal data because youmust

decide what goes into the denominator, and var-

iance exists at multiple levels. For analytic mod-

els that nest repeated measures within people (as

opposed to SEM, which typically treats each

repeated measure as a separate variable), there

are a few papers that provide equations for

calculating r and R2 (Brock & Lawrence, 2008;

Edwards et al., 2008; Kashdan & Steger, 2006;

Rights & Sterba, 2019). It is important to know

that these equations rely on degrees of freedom

(dfs), which can also be complicated with

repeated-measures data analyzed using multile-

vel modeling approaches. Unlike most statistical

analyses, there are multiple ways of calculating

dfs for multilevel models, some of which are

fractional and can differ widely between predic-

tors within the same model (i.e., Kenward-Roger

dfs or Satterthwaite dfs; McNeish, 2017). These

dfs are based on how much of the variance in the

outcome is between- versus within-person, and,

in a model with repeated measures nested within

participants, should range between the total num-

ber of repeated measurements and the number of

participants, depending on the ICC. These

approaches to dfs provide more accurate
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Figure 22.2 Effective sample size at varying levels of within-person similarity in repeated measurements. The
figure displays the effective sample size for 100 participants with ten repeated measurements at varying levels
of within-person similarity in the measurements (as indexed by the ICC). Higher ICCs indicate more within-
person similarity in the measurements
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estimates than the residual method (also called

the within–between method) that calculates dfs as

either the total number of repeated measurements

(for time-varying variables without random

effects) or the number of participants (for time-

invariant variables and time-varying variables

with random effects). Different software pro-

grams have different default methods for calcu-

lating dfs; many programs offer the option to

select one of the three methods described above.

22.2.2.5 How Much Missing Data
Are You Likely to Have?
You should also think through potential missing-

ness in your data, as this will affect statistical

power for a given sample size. You might search

for similar past studies to find out whether people
tend to drop out at random, or, if not, which

factors drive dropouts. For example, are there

certain demographic groups that are more likely

to have missing data? If so, you may want to

oversample from those groups. You can also try

to find out, on average, what percentage of miss-

ing data you are likely to have based on similar

studies.

Note that sometimes missingness occurs

because participants drop out of the study com-

pletely. To minimize this attrition, you could

offer a bonus (e.g., additional pay, a lottery

prize) to people who complete at least 80 or 90

percent of the timepoints (at 100 percent people

may become disincentivized if they miss a single

timepoint; e.g., Foster & Beltz, 2022). Checking

in with participants regularly can help maintain

engagement (Teague et al., 2018). We have also

provided feedback to participants at the end of

the study from the data we gathered (i.e., sum-

maries of sleep and stress over time compared to

average levels). For long-term studies, sharing

results from early waves of data collection might

help keep participants motivated (Gordon et al.,

2022). You can also plan for a second round of

data collection if attrition is high in your first
round.

22.2.3 Additional Procedures before
Conducting Your Study

As you are planning your study, we also recom-

mend you engage in two processes: (1) conduct a

pilot study and (2) think through your study from

start to finish.

22.2.3.1 Conducting a Pilot Study
If at all possible, we urge you to run a small pilot

study. This can be useful for many reasons,

including planning your sample size. By gaining

some information about the similarity of repeated

measurements to each other (i.e., the amount of

nonindependence), as well as effect sizes, you

will be able to make more informed estimates of

statistical power. Pilot studies can also be a great

way to assess issues of timing and spacing, such

as the frequency of events of interest (how often

do participants report experiencing the event you

care about?) and the stability of your variables. If

a pilot study is not feasible, you can try reaching

out to an expert who studies the processes you are

interested in for advice. Theymight have data you

can use to test some of these basic descriptive

questions.

22.2.3.2 Thinking through Your Study
from Start to Finish
Think through the full lifespan of your study,

from start to finish, before launching it to make

sure there are no unexpected roadblocks in the

way. If you are studying organizational teams,

will people participate in a weekly survey over

the summer? Are you studying a specific event

that means everyone should start the study on the

exact same day (e.g., reactions to an election)? If

you are conducting a diary or ESM/EMA study,

do you care about differences in the day of the

week such that everyone should start on the same

day of the week? And how many days does the

study need to run for? Do you need a full week

that includes weekdays andweekends? For exam-

ple, if you are interested in leisure activities,

stress, or socializing with coworkers, these
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experiences likely differ on weekdays versus the

weekend. You can also think about how long data

collection is going to last. What is the expected

timing between collecting your first and last par-

ticipants? Might your variables of interest vary

meaningfully during that time? For example, are

there expected seasonal patterns (e.g., stress in

winter versus summer)? Is there some other

change that might affect your results if you are

collecting data during that time (e.g., the start or

end of school for students and families with chil-

dren)? If you cannot plan around these events, at

least think through collecting the relevant data

that will allow you to adjust for them in analyses.

22.3 Statistical-Model Decisions

Once you have collected your longitudinal data,

you need to figure out how to analyze them

appropriately. The first issue to address is the

potential nonindependence between repeated

measures within each person.

22.3.1 Nonindependence: What Is It
Exactly and Do You Have It?

Nonindependence in repeated-measures data

exists when you have potentially correlated errors

in your outcome variable. That is, you need to

account for nonindependence in your data if the

variable you are predicting has been measured

more than once within the same person. This

can also be true if it is measured more than once

in any unit of analysis such as a dyad, group, or

organization, but here we focus on repeated mea-

sures within individuals. For example, if you

want to predict whether feelings of belonging

are associated with mood in daily life and you

measure mood daily for a week, then it is likely

that one person’s mood on Monday is more simi-

lar to their own mood on Tuesday than to some-

one else’s mood on Tuesday. In traditional

statistical approaches, like a typical OLS regres-

sion framework, all predicted data points are

assumed to be independent of each other.

Correlated repeated measures within the same

person violate this assumption, which leads to

biased standard errors and degrees of freedom

(Fox, 2015).

22.3.1.1 Do You Always Have
Nonindependence with Longitudinal
Data?
Just because you collected repeated-measures

data does not necessarily mean that you are vio-

lating assumptions of independence. Because the

concern is the outcome variable, it may be that

you actually only measured the outcome of inter-

est once per person and thus your data points are

independent of each other. One specific situation
in which repeated-measures data do not violate

assumptions of independence is when you are

predicting change in a variable of interest across

two timepoints: the outcome variable is the

change score or the score at the second timepoint,

yielding only one outcome for every person. You

may also only have one outcome per person if you

are interested in a person-level variable that was

only measured once (e.g., predicting end-of-

semester GPA from average daily belonging) or

you are interested in predicting an aggregated

score from repeated-measures data (e.g., number

of conflicts in a week; Hox et al., 2018). In these

situations, although you have collected repeated

measures within a person, you only measure your

outcome variable once per person and thus you

can use more traditional statistical approaches to

analyze your data. You just have to make sure

that your predictors also reflect the between-per-
son level of analysis. In traditional statistical

approaches, you will have biased tests if you

predict a score measured once per person from a

score measured repeatedly (i.e., have multiple

rows of data for the same person, but the outcome

variable has the same score on every row). This is

known as disaggregation and can lead to tests that

are too liberal or too conservative, depending

on whether you are testing for between- or
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within-person differences (Hox et al., 2018;

Snijders & Bosker, 2012).

Often, people are interested in knowing the

level of nonindependence that violates assump-

tions of independence. Does any amount of non-

independence violate the assumption? Or is there

a certain amount that means you have too much

nonindependence to safely ignore? It’s worth

knowing that even a small amount of noninde-

pendence can change standard errors in ways that

dramatically affect statistical significance (e.g.,

see Kenny et al., 1998), shifting the conclusions

that people make. And, in the case of repeated-

measures data, there is almost always some non-

independence over time. Therefore, to avoid

making inaccurate conclusions about your data,

the safest bet is simply to use statistical models

that allow one to adjust for nonindependence,

regardless of how much exists.

22.3.2 Dealing with Nonindependence:
Identifying the Structure of Your Data

If your outcome variable ismeasuredmultiple times

within the same person, and there is any noninde-

pendence between the repeated measures (which

simulation studies suggest is true even for ICCs as

small as 0.10; Vajargah & Masoomehnikbakht,

2015) then you must utilize statistical approaches

that account for nonindependence. For the remain-

der of this chapter, we walk you through the main

issues to address and decisions to make when con-

ducting analyses of these types.

22.3.2.1 Sources of Nonindependence
The first issue to address is identifying the

sources of nonindependence in your data. You

will need to identify each level of data as well

as whether your data are nested or any levels are

crossed.

22.3.2.1.1 What DoWeMean by Levels?
Often, longitudinal models have two levels of

data: repeated measures (seconds, days, years)

nested within individuals. The repeated

measures are described as being “nested” or

“clustered” within individuals and represent the

lowest level of data (level 1). The individual

represents a higher level (level 2) and is the

“clustering” factor. Sometimes, however, your

data might have a more complicated structure. If

you collected ESM data, you will have multiple

measurements each day and multiple days of

data. In this case you have three levels of data:

momentary reports (level 1) nested within days

(level 2) which are nested within individuals

(level 3). You might also have more than two

levels due to a higher clustering factor. For

example, if you are studying teams in an organi-

zation and the members of each of your teams

complete monthly surveys for a year, then you

have three levels of data: monthly surveys (level

1) nested within individuals (level 2) nested

within teams (level 3). If you have multiple

organizations, you might even have a fourth

level (organization).

22.3.2.1.2 What Do WeMean by Nested
versus Crossed?
This distinction refers to the structure of the clus-

tering factors. Data are considered nested when

one factor occurs only within a particular group-

ing of another factor. For example, in a diary

study, a person’s daily reports come from that

person only. Data are considered crossed when

observations are nested within multiple clustering

factors simultaneously. This can occur with long-

itudinal data in cases where time itself can be

modeled as a clustering factor such that observa-

tions collected from different individuals at a

specific timepoint are likely to be correlated

with each other in some meaningful way. For

example, if you are running a study looking at

work-related stress and you collect data from

participants in the same company for a week,

daily reports of stress are nested within indivi-

duals. But they can also be nested within the day

of the week. Just as an individual’s stress level on

Monday is likely to be more similar to their level

Dealing with Repeated Measures 543

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.023
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:47:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.023
https://www.cambridge.org/core


on Saturday compared to someone else’s

Saturday stress, creating nonindependence within

individuals, a participant’s stress on Monday is

likely to be more similar to someone else’s stress

on Monday than it is to someone else’s stress on

Saturday, creating nonindependence within days.

In this model specification, you have two cluster-
ing factors: individuals and time, but instead of

one factor (e.g., days, level 2) being nested within

the other (e.g., individuals, level 3), the two fac-

tors are crossed (both individuals and days are at

level 2) because the same daily report is nested

both within an individual and within a day.

Because crossed factors can be hard to explain

in words, Figure 22.3 depicts examples of a

nested and a crossed design. Note that the

assumption with the three-level nested model in

Figure 22.3 is that the momentary assessments

occur randomly throughout the day and thus one

person’s day 1 assessments are unlikely to be

related to another individual’s day 1 assessments

in a meaningful way. Adding some complexity, if

they are collected at set times that meaningfully

differ from each other (e.g., morning, afternoon,

night), time of daymay also be a clustering factor

in this data set (two participants’ feelings in the

morning may be more similar to each other than

one participant’s feelings in the morning and the

other partner’s feelings in the afternoon, creating

correlations within time of day).

22.3.3 Different Modeling Options for
Nonindependence

You can deal with nonindependence in multiple

ways. Often social and personality psychologists

use multilevel models (MLMs; also known as

mixed-effects models, random-effects models,

or hierarchical linear models), which account

for the multiple levels and nested or crossed

structure of the data. These models take advan-

tage of the unique aspects of repeated-measures

3-Level nested model

Individual 
(Level 3)

Day 
(Level 2)

Momentary reports 
(Level 1)

I1

D1

M1 M2 M3

D2

M4 M5 M6

I2
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M7 M8 M9

D4

M10 M11 M12

Cross-classified model

Individual 
(Level 2)
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(Level 1)

Day
(Level 2)

I1

M1 M2 M3

I2

M4 M5 M6

I3
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I4

D1 D2 D3

M10 M11 M12

Figure 22.3 Example of nested versus crossed clustering factors
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data by modeling fixed effects (i.e., average

responses) and random effects (i.e., variability

around the average response). Thus MLM is a

great tool if you are interested in understanding

heterogeneity in effects; with repeated-measures

data, people are often interested in understanding

whether there is significant variability in how

people change over time (e.g., Bolger & Zee,

2019). For example, if you want to explore

whether the effects of daily feelings of loneliness

on daily mood are similar for everyone in your

sample, or whether people vary in howmuch their

mood is affected by feelings of loneliness, MLM

allows you to do this. However, sometimes social

and personality psychologists are not interested in

modeling this heterogeneity and simply want

their models to appropriately account for nonin-

dependence (especially when there are many

sources of nonindependence and some of them

are crossed). If you are interested only in whether

feelings of belonging, on average, tend to predict

daily mood, and not in whether this association

varies from person to person, then there are other

statistical approaches you can use to account for

nonindependence. These may be less complex

than MLM, with fewer assumptions, and require

fewer data points because they are less computa-

tionally intensive.

22.3.3.1 Alternative Approaches to
Dealing with Nonindependence
One approach you can use other than MLM is

accounting for nonindependence within clusters

through fixed effects (i.e., including your clustering

factor as a categorical covariate). You may have

seen this approach used before, such as when

researchers collect global data from a number of

different countries (with many participants nested

within each country), and then treat country as a

categorical covariate. If you have repeated-mea-

sures data with only a few timepoints (e.g., two to

five) and you think you have cross-classification
where time is a clustering factor, youmight consider

treating time as a categorical covariate. One reason

you might take this approach is if you are interested

in making comparisons between particular time-

points. For example, if you only have diary data

forMonday through Friday, youmight be interested

in making comparisons between each of the week-

days. If you have ESM data with morning, after-

noon, and night assessments and time of day is a

source of nonindependence, youmaywant tomodel

time of day as a categorical covariate. Number of

timepoints and interest in comparisons between

timepoints may go together: when you have a

small number of timepoints that differmeaningfully

from each other, you may be more likely to have

time as a source of nonindependence and to have

hypotheses about differences between specific time-

points (see section 22.4 below for information on

treating time as a continuous covariate).

If you have a small number of timepoints,

another approach is to model your data using

repeated-measures ANOVAs. This approach is

fairly easy to implement and can work when

you have only a few timepoints; however, it is

rarely used anymore. One reason is because it

assumes homogeneity of covariances between

timepoints (i.e., the correlation between time 1

and time 2 is the same as between time 1 and time

3), which is rarely the case. Repeated-measures

ANOVAs also cannot handle missing data (unless

you impute values so that data are no longer

missing). If you have any data missing from a

participant, none of their data will be included

(i.e., listwise deletion). Similarly, repeated-mea-

sures ANOVAs cannot handle different numbers

of timepoints across participants – as might

occur, for example, if you measured participant’s

physiological responses each minute across a task

that took participants different amounts of time to

complete. Lastly, repeated-measures ANOVAs

cannot handle more complicated data structures

than a simple two-level design and cannot incor-

porate time-varying predictors (see Table 22.2).

If, for example, you are interested in predicting

daily mood from daily feelings of belonging, you

must use a different approach. If none of this is a
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Table 22.2 Definitions of common terms in over-time, repeated-measures design and analysis

Term Definition

Between-person effect Effects that compare one person to another (i.e., a between-person com-
parison). These result from predictors that have only one score per
person (e.g., age, average mood across two weeks)

Clustering or nesting variable Variable referring to a unit that groups other observations; in repeated-
measures data, the clustering variable is usually person and the obser-
vations grouped within person are the different timepoints (we also refer
to this as a clustering factor throughout the chapter)

Cross-classification Random factors are considered crossed when observations are nested in
multiple clustering factors at the same time, such as when measure-
ments are nested within people and within days (see Figure 22.3)

Effective sample size The effective sample size is the sample size of a simple random sample
with independent observations that has the same precision of estimates
(and, therefore, statistical power) as a sample with nested data. The
higher the ICC, the smaller the effective sample size because additional
repeated measures provide less novel information. Effective sample
size will be somewhere between the number of repeated measures and
the number of units (usually participants, but can be groups, teams, etc.)

Fixed effect Average effects (intercept, slopes) for your sample
Growth curve model Statistical model examining change over time
Intraclass correlation (ICC) The strength of the correlation between observations within a cluster. For

longitudinal designs, this typically refers to correlations between
repeated measures within a person

Lagged analysis Predicting one timepoint from a prior timepoint to assess directionality (e.
g., predicting mood today from belonging yesterday, controlling for
mood yesterday)

Random effect Variability around an average fixed effect (intercepts, slopes; e.g., if you
have repeated measures nested within participants and participant is
your random factor, your random effects refer to between-participant
variability around the mean levels for participants)

Random factor In a multilevel model, clustering variables can be specified as random
factors, allowing random effects to be estimated. In repeated-measures
data, person is often a random factor, which then allows one to estimate
person-to-person variation in effects (i.e., random effects for person)

Time-varying variables Variables that can have different scores at different timepoints; usually,
both within-person and between-person effects can be derived from
these variables

Time-invariant variables Variables that do not change across time because they were only assessed
once or have the same score at every timepoint; these can only produce
between-person effects

Within-person effect Effects that compare associations from timepoint to timepoint within a
person. These often result from predictors that are person-mean-cen-
tered, so that each repeated measure from a participant reflects a
deviation from their mean score.
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problem for you, then this might be an appropri-

ate model given its simplicity.

Another approach you can take is to directly

adjust your residuals (and thus correct bias in your
standard errors) without modeling random effects.

This modeling approach parallels typical single-

level models, allowing you to interpret the data

just as you would if you did not have repeated

measures, except that it adjusts for correlated resi-

duals due to nonindependence. “Marginal models,”

“generalized estimating equations” (GEE), “popu-

lation-averaged models,” and “cluster-robust stan-

dard errors” are all terms that refer to this alternative

approach to modeling data with nonindependence.

Some consider these models to be underutilized in

our field – they are appropriate for situations where
you need to account for nonindependence but you

are not interested in any of the conceptual questions

that multilevel or structural equation models can

help you answer (for more on the “unnecessary

ubiquity of hierarchical linear modeling,” see

McNeish et al., 2017).

Researchers with longitudinal data may also be

interested in using structural equation models
(SEMs) to capture change over time (McArdle &

Nesselroade, 2014; McNeish & Hamaker, 2020).

Common SEMs include the latent growth curve

model, which looks at change across all timepoints,

and cross-lagged models, which look at change

from one timepoint to the next within and across

variables (see Usami et al., 2020, for a discussion of

the best approaches for cross-lagged analyses).

SEM can handle nonindependent data because it

allows you to specify correlated errors between

repeated measures. Why might you choose use

SEM over MLM or one of the other approaches

described above? Often SEM andMLMyield simi-

lar results, leading to personal preference and famil-

iarity with one type of modeling (see Bolger &

Laurenceau, 2013 for analyses using both

approaches). In general, SEM provides you with

more flexibility in specifying your model. For

example, in SEM you can easily specify different

associations between variables at different

timepoints as well as test for measurement invar-

iance across timepoints. It is also easier to develop

more complex models with multiple outcomes in

SEM. SEMprovidesmore flexibilitywhen compar-

ingmodels between groups because you can specify

associations between variables separately for each

group. SEM also does a better job of handling

missing data on the predictor side (McNeish &

Matta, 2018) and can assess model fit as a whole

within a single model, whereas MLM can only

compare fit between models (e.g., Ledermann &

Kenny, 2017).

There will be times when SEM is not the right

choice. If you have intensive longitudinal data with

many timepoints, an SEM in which you specify

every timepoint as a separate observed variable

can get unwieldy quickly. If you have complex

nonindependence beyond a two-level model,

MLM is better set up to handle complicated nesting

structures. MLM can also handle random effects,

whereas SEM cannot. However, advances in multi-

level SEM are making it easier to combine the

benefits of both analytic approaches, such as using

SEM even with data that have more than two levels

or crossed clustering factors. MLM may also be

better suited to handling smaller samples.

22.3.3.2 Which Approach Should I
Choose?
Which approach you choose will depend on the

type of question you are interested in asking. Do

you want to say something about heterogeneity

between people in how particular processes unfold

over time? Or are you only interested in average

effects? Are you interested in temporal patterns or

just in describing the typical association between

two variables? Importantly, you can often make

the choice of which approach you use for each
clustering factor in your model. Let’s return to our

example of crossed data in which daily reports of

stress were nested both within individuals and

within days of the week. For days of the week,

there are only seven clusters (the seven days of the

week). Rather than modeling these as a separate
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random factor, you could choose to account for

nonindependence within days by taking a fixed-
effects approach. You would end up with a two-

level MLM in which daily reports are nested

within individuals, and weekday is a categorical

covariate. With team data, you might choose to

model teams as a covariate if you have many

participants but they are clustered into a small

number of teams. In the case of our teams example

above, you would have an MLM with monthly

surveys nested within individuals and team would

be included as a covariate. This is also the case for

SEM: sometimes you might have a complicated

data structure that would be difficult to model in

SEM, but if you are able to treat some of the

clustering factors as fixed effects, then you can

simplify your model to two levels. With dyadic

longitudinal data, researchers often end up adjust-

ing for different aspects of nonindependence using

different strategies (for more information on dya-

dic longitudinal analyses, see Kenny, Ackerman,

& Kashy, Chapter 23 in this volume; Kashy &

Donnellan, 2008; Chapters 13 and 14 of Kenny

et al., 2006; Chapter 8 of Bolger & Laurenceau,

2013; and Thorson et al., 2018).

22.3.4 MLM: Random Factors
and Random Effects

Given that MLM is currently the dominant

approach for dealing with longitudinal data in

social and personality psychology, we focus the

remainder of this section on MLM.

First, we have already used the terms “random

factor” and “random effect,” but let’s pause to

explicitly discuss what each represents (see

Table 22.2 and also Judd & Kenny, Chapter 24

in this volume). We have used the term “cluster-

ing factor” or “clustering variable” to describe the

structure of repeated-measures data in which

variables are nested or crossed. Above, we

described several different ways of modeling

clustering factors to deal with this nonindepen-

dence – for example, using a fixed-effects

approach and treating the clustering factor as a

categorical covariate in the model. Now, we turn

to dealing with nonindependence through MLM,

which can account for the nonindependent nature

of the data by treating clustering factors as ran-
dom factors. For example, in an MLM analysis

using diary data in which days are nested within

individuals, the clustering factor – individual –

would be treated as a random factor.

Turning to the effects in the model, fixed effects

refer to the average estimates for your sample,

whereas random effects refer to variability around

that average. What variability? It depends on the

random factor. Random effects are specific to a

random factor and refer to variability related to

that factor. For longitudinal data collected from

individual participants, you can estimate random

effects at the individual level (level 2; random

factor: individual), which models between-per-

son variability in your effects. For example, if

you have both fixed and random effects of feel-

ings of belonging on mood, the fixed effects will

tell you about how feelings of belonging typically

relate to mood in your sample, and the random

effects will tell you howmuch people tend to vary

from each other in the association between feel-

ings of belonging and mood. Feelings of belong-

ing may be highly correlated with mood for some

individuals, but not for others, and a random

effect can capture this between-person variability.

In a more complicated MLM, such as one with

three levels, you will have multiple random fac-

tors and can have random effects for each of these

separate factors. For example, if your belonging

and mood study included ESM data that was best

modeled as timepoints nested within days nested

within individuals (three levels), you could

address the nonindependence within days and

individuals by treating day and individual as

two random factors. You could then examine

random effects for each random factor, such as

whether effects of feelings of belonging on

mood varied across days as well as across

individuals.
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You can choose whether or not to model ran-

dom effects, but you must have at least one ran-

dom effect (typically a random intercept) to have

a multilevel model. There are three types of ran-

dom effects (see also Figure 22.4). Below, we

explain each type of random effect using partici-

pant as the random factor (i.e., random effects for

repeated measures nested within participants),

but these three types of random effect apply to

any random factor.

1 Random intercept. When you have a random

intercept with repeated measures nested within

participants, in addition to modeling the aver-

age intercept for the whole sample, your model

also estimates intercepts for every person. The

variance estimate for the random intercept

indicates how much variability in the outcome

variable there is in the sample around the fixed
intercept. If you model time as a predictor and

the intercept represents the first timepoint (see

below for more on centering), then if everyone

starts at the same level, the random intercept

will be small and possibly nonsignificant. If
people’s outcome scores vary widely at the

first timepoint, the random intercept will be

large. Thus the size of the random effect can

provide information about how generalizable

the fixed effect is: does the estimate for the

fixed intercept reflect most people or not?

2 Random slope. You can only model random

slopes for time-varying variables. Time-

invariant measures, such as those measured

only once per person, cannot have random

effects because you cannot calculate individual

slopes for each person. For time-varying pre-

dictors, you can choose whether or not to allow

random effects. If you have a random slope for

a predictor, then you are not just modeling the

average slope for everyone but also estimating

individual slopes for each person. This allows

you to capture the variability of those slopes

around the average, fixed slope. The estimate

for the random slope reflects this between-per-
son variability.

3 Random covariance. When you have more than

one random effect in your MLM, you can also

allow covariances between them. If you have a

random intercept and a random slope, modeling

the covariance between them will capture any

correlation that might exist between different

mean levels when the predictor is zero and

different slopes (e.g., whether people who start

out higher change more). Covariances between

two random slopes will capture whether indivi-

dual variability in one slope is related to indivi-

dual variability in the other slope (e.g., whether

people who show stronger correlations between

one predictor and the outcome also show stron-

ger correlations between another predictor and

that outcome).

You also have flexibility in specifying whether

all covariances between random effects are

Random intercepts Random slopes Random intercepts and
slopes

Y

X
Y

X

Y

X

Figure 22.4 Depiction of predicted values from multilevel models with random intercepts, slopes, or both.
Each line represents an individual participant
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modeled or just specific covariances. For example,

an unstructured (UN) variance–covariance matrix

for random effects will estimate all possible ran-

dom effects, including all random covariances,

whereas a variance components (VC) matrix will

estimate all random variances, but specify all ran-

dom covariances as zero. There are many types of

matrices and some programs have default

matrices, which are important to understand.

22.3.4.1 Residual Variances
and Covariances
In addition to the level 2 random effects specified
above, random effects at level 1 (in our example,

within-person) can be estimated as well. These

impose a structure on the residuals: the differ-

ences between the predicted values for a person

at a particular timepoint and the actual values for

that person at that particular timepoint. There is a

variance–covariance matrix for these residuals,

and you can make decisions about the structure

of estimations in this matrix. To begin, you can

make decisions about the variances. For example,

you can specify whether the residual variances

(i.e., error variance) should be estimated as equal

(estimating only one variance such that every

timepoint has the same error variance) or hetero-

geneous (estimating one per timepoint; e.g., four-

teen different variances, one for each day, in a

two-week diary study). If you have many data

points, heterogeneous variances can be computa-

tionally intensive and reduce dfs. You can use

model testing to make decisions about your

best-fitting model.

You can also specify certain structures for

the covariances of these residuals. With

repeated-measures data, there are almost

always time-related correlations in residuals.

For example, if participants report on negative

affect daily, it is likely that days which are

closer together will show more highly corre-

lated measurements than those that are farther

apart – this is known as autocorrelation. If this

temporal patterning is not captured elsewhere

in your model (e.g., with lagged fixed effects),

then you need to consider modeling these pat-

terns in the residuals. Because these correla-

tions can be quite powerful in repeated-

measures data, if you ignore them you risk

biased standard errors for your fixed effects,

which can produce Type I errors (Greene,

2008). The most common error structure for

repeated-measures data is a first-order autore-
gressive structure in which the variance of

errors across timepoints is the same (i.e., the

same error variance at each timepoint, as

described above), and covariances between

errors with the same time lag are the same

(i.e., T1 to T2 is the same as T3 to T4, and

T1 to T3 is the same as T3 to T5; Wu et al.,

2013). There are a few other variance–covar-

iance structures that may be relevant to over-

time data, such as a Markov structure for

unequally spaced data. Potential relationships

between residuals over time is one reason why

it is important to be thoughtful about how you

structure your time variables, especially when

they might have unequal spacing.

AAnn eexxaammppllee.. Let’s return to our belonging and
mood example with daily data collected across a
week. You have a random intercept and a ran-
dom slope for belonging. As in a typical regres-
sion model, the fixed intercept tells you, on
average, what people’s moods are when their
feelings of belonging are 0 (see below for more
on centering), and whether that average level is
significantly different from 0. The random inter-
cept tells you whether people’s moods vary
when belonging is 0: does everyone feel the
same or do people have differing moods when
their feelings of belonging are 0? The fixed effect
for belonging tells you the average association
between belonging and mood. Does mood tend
to become more positive as feelings of belong-
ing increase and does this slope differ signifi-
cantly from 0? The random effect (i.e., random
slope) for belonging tells you how much indivi-
duals vary in terms of how their feelings of
belonging influence their mood. Does belonging

550 amie m. gordon and katherine r. thorson

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.023
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:47:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.023
https://www.cambridge.org/core


affect everyone’s mood the same way, or does it
have stronger effects on some people than on
others? A random covariance between the ran-
dom intercept and the random slope for belong-
ing tells you whether people who are higher or
lower in terms of their mood when belonging is 0
tend to show stronger or weaker relationships
between belonging and mood.

Let’s also add time as a predictor to see

whether people’s moods change meaningfully

over the week. If we have a random effect for

time, then the fixed and random intercepts now

also represent average mood when time is 0 and

between-person variability in mood when time is

0 (i.e., when time and belonging are both 0). The

fixed and random slopes for time represent the

average change in mood across time as well as the

individual variability in this change: How does

mood tend to change over the week? And does

mood change differently for different people?

The random covariance between the random

intercept and the random slope for time repre-

sents the associations between between-person

variability in mood when time and belonging

are 0 (random intercept) and the variability in

changes in mood across time (random slope for

time). There can also be a random covariance

between belonging and time if there are random

slopes for both predictors. This random covar-

iance indicates whether the individual associa-

tions between belonging and mood are

correlated with the individual associations

between time and mood – that is, do people who

have a stronger relationship between belonging

and mood experience stronger or weaker changes

in mood over time compared to those with a

weaker relationship between belonging and

mood? Lastly, in order to help explain any linger-

ing error in our data, we can impose a structure on

the level 1 residuals – specifying that residuals on

adjacent days are more highly correlated than

those on days further apart (an autoregressive

structure). We can also impose one residual var-

iance across all timepoints, which indicates

whether there is any remaining variance in the

residuals that has not yet been accounted for (as

noted above, we could also have heterogeneous

variances that are independently predicted for

each timepoint, but that tends to be a computa-

tionally cumbersome model if there are many

timepoints).

Table 22.3 Terms in Equation 22.1

Term Description

Yij Outcome (in this example, mood) for
time i for person j

What is person j’s mood at time i?

β0j Intercept for person j What is the average mood for person j?
β1j Slope for belonging for person j What is the average relationship between belonging

and mood for person j? (I.e., howmuch does person
j’s mood change when they feel they belong more?)

X1ij Belonging for person j at time i What is person j’s belonging at time i?
Β2j Slope for time for person j What is the average relationship between time and

mood for person j? (I.e., how much does person j’s
mood change over time?)

X2ij Time for person j at time i What is the value for time for person j at time i?
rij Residual or error at time i for person j What is the difference between actual mood at time i

for person j and model-predicted mood at time i for
person j?
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Although we have seen many people fear

equations, they can be a very useful tool for

understanding multilevel models and explain-

ing them to readers. We use the example

above to introduce readers to the Raudenbush

& Bryk (2002) notation, given its frequency

within psychology.

The level 1 or within-person equation for

the example model we described above is as

follows:

Yij ¼ β0jþ β1jX1ij þ β2jX2ij þ rij ð22:1Þ

Parts of the level 1 equation can be broken into

multiple components, as shown in these level 2

equations (Equations 22.2–22.4). These equations

make clear that the intercept and both of the slopes

(for belonging and time), for any given person in

the study are combinations of fixed and random

effects.

β0j ¼ γ00 þ u0j ð22:2Þ
β1j ¼ γ10 þ u1j ð22:3Þ
β2j ¼ γ20 þ u2j ð22:4Þ

Inserting the level 2 equations into the

appropriate locations in the level 1 equation

yields one equation for the whole model

(Equation 22.5):

Yij ¼ γ00 þ γ10X1ij þ γ20X2ij þ u0j

þ u1jX1ij þ u2jX2ij þ rij ð22:5Þ

One aspect of the model that is not apparent

from the equations above is the specification for

the variance–covariance matrix of both the level

2 random effects and the residuals. Recall that,

when reporting these, you are unlikely to report

“subject-specific” random effects – meaning the

specific deviations for a particular effect for each
participant (e.g., u0j or u1j or u2j). Instead, you

would indicate the variances and covariances of

these effects because these tell readers whether

there is significant deviation from the fixed
effects overall (variances) or whether the devia-

tion for one effect tends to be related to the

deviation for another effect (covariances). We

display notation for these in Table 22.5.

How do you knowwhether to include a random

effect in the model? The conservative approach is

to start with a fully unstructured random var-

iance–covariance matrix in which you model all

random intercepts, slopes, and covariances (as

shown in the example above in Table 22.4).

Sometimes these models have difficulty running

due to complexity or lack of variability in a ran-

dom effect. In this case, you may need to remove

problematic random effects (see Brauer & Curtin,

2018 for guidance on removing random effects)

or turn to a Bayesian approach, which can better

Table 22.4 New terms (i.e., not used in Equation
22.1) in Equations 22.2–22.4

Term Description
Estimated as
fixed or random

γ00 Intercept Fixed
u0j Deviation in the intercept

for person j
Random

γ10 Slope for belonging Fixed
u1j Deviation in the slope for

belonging for person j
Random

γ20 Slope for time Fixed
u2j Deviation in the slope for

time for person j
Random

Table 22.5 Notation for the level 2 random effects

Term Description

τ00 Variance in the intercepts
τ11 Variance in the belonging slope
τ22 Variance in the time slope
τ01 or τ10 Within-person covariance between each

person’s intercept and their belonging
slope

τ02 or τ20 Within-person covariance between each
person’s intercept and their time slope

τ12 or τ21 Covariance between one person’s
belonging slope and their time slope
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handle this complexity. If you are interested in

trimming random effects, many scholars recom-

mend against conventional significance tests for

random effects due to multiple issues with esti-

mating significance (distribution, power, and so

on; Barr et al., 2013; Nezlek, 2012; Thorson et al.,

2018). The final model you use will be guided by

your conceptual questions and the practicalities

of which effects you can robustly estimate. We

recommend reporting which random effects you

estimated (including variances and covariances)

and explaining your decision making, especially

if you chose not to include certain ones.

22.3.5 MLM: Centering

With longitudinal data, there are multiple ways to

center your variables, and these different approaches

yield meaningfully different results. With your time

variable, it is especially important to make sure that

zero ismeaningful.Often people choose to center on

the first timepoint, so that the intercept represents

people’s starting point. But you can also center on

the midpoint, end, or some other meaningful time-

point. You can also choose whether zero means the

same thing for everyone in your sample. For exam-

ple, in adiary studywherepeople startedondifferent

days of the week, zero could be everyone’s first day,
or the first Sunday for everyone. The key is to be

thoughtful about what zero represents, as this will

influence how you interpret your fixed and random
effects. For instance, the random intercept reflects
variability when predictors are zero. Thus you can

get strange estimates of random effects if zero is not

represented in your data, as is often the case when

we measure variables using Likert scales that begin

at 1. For more on centering, see Bolger &

Laurenceau (2013); Enders & Tofighi (2007);

Hamaker &Muthén (2020).

22.3.5.1 Unconfounding Within- and
Between-Person Effects
Longitudinal data confound within- and between-

person effects. Here we explain exactly what that

means. When thinking about the effects of

belonging on mood, if people are in a more posi-

tive mood when they feel greater belonging

across a week, it might be due to the fact that

people who tend to feel they belong more than the

average person experience more positive moods

than people who tend to feel they belong less than

the average person. This is a between-person

effect, comparing associations from one person

to another. It might also be that on days when

people feel they belong more than they usually

do, they are in a more positive mood than on days

when they feel they belong less than they usually

do. This is a within-person effect, comparing

associations from timepoint to timepoint within

a person. Without properly centering the data,

you cannot tell whether the fixed effects in your

MLM results are due to between-person effects,

within-person effects, or both.

One way you can unconfound within- and

between-person effects is by person-centering

your data. You do this by getting each person’s

average score for a predictor and subtracting it

from each of their repeated measures to create a

within-person centered variable; this variable

captures fluctuations relative to each person’s

average. The variable containing the average

score for each person then represents the

between-person effect (usually this gets grand-

mean-centered so that zero is meaningful).

Entering these two variables as predictors sepa-

rates within- and between-person effects. You can

also look at the interaction between them to see

whether people who are higher or lower on aver-

age tend to show different associations at the

within-person level. For example, some research

shows that people who tend to experience more

relatedness in their lives experience greater

boosts in mood on days when their experiences

of relatedness are greater than usual, relative to

people who generally experience less relatedness

in their lives (Moller et al., 2010).

Separating within- and between-person

effects can be conceptually informative. You
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may find that some effects are stronger at one

level than the other, and in rare cases they can

even be reversed. For example, generally feel-

ing inauthentic may be worse for well-being

than feeling less authentic on a single day. In

contrast, people may be in a worse mood after

sleeping less than they usually do, but shorter

sleepers may not typically be in a worse mood

than people who tend to sleep longer. Lastly, if

you are interested in knowing whether the

within-person and between-person effects differ

significantly from each other, you can test that

using a contextual model (see Hamaker &

Muthén, 2020, for details).

22.3.6 Moderation and Mediation

22.3.6.1 Moderation
Because you can separate data into within-

and between-person effects, you can also run

moderations at each of these levels, as well as

across levels. Cross-level moderation occurs

when you look at whether a within-person

effect varies as a function of some between-

person variable, such as our example above of

whether the daily within-person effects of

belonging on mood are different for people

who tend to have higher or lower levels of

belonging. You can also have cross-level mod-

eration with two different variables. For exam-

ple, you might want to see whether a person’s

social status moderates the within-person asso-

ciation between belonging and mood.

Within-person moderation looks at interactions

between two time-varying variables. Perhaps on

days when people experience more academic

stress than they typically do, feelings of belong-

ing have a stronger association with mood than on

days when they experience less academic stress

than usual. For these within-person moderations,

you have to keep in mind that you can model

random effects for each predictor, as well as

their interaction. Essentially, this allows the

interaction between these two variables to vary

from person to person.

You can also have between-person modera-

tion, which will have no random effects. For

example, you might be interested in testing

whether people who tend to have lower levels of

belonging than others (i.e., between-person dif-

ferences in average belonging) are buffered from

a more negative mood if they have higher social

status (another between-person variable).

Be aware that if you do not unconfound within-

and between-person effects for time-varying vari-

ables by creating variables that represent each

person’s average and their variability around

their average (i.e., person-centered), then mod-

eration results will also be confounded.

22.3.6.2 Mediation
Unconfounding within- and between-person

effects can also be important with longitudinal

mediation to ensure that your mechanism is spe-

cified at the same level as, or a lower level than,

your predictor. For example, self-esteem, a

between-person (level 2) variable, cannot explain

daily changes in mood (level 1) as a function of

daily fluctuations in belonging (level 1). Instead,

any mediator of within-person changes in mood

must also be within-person. Thus you typically

want to separate out within- and between-person

effects and conduct mediation analyses at the

appropriate level with the correctly centered

variables.

If you are conducting mediations that include

both a predictor and a mediator that are within-

person, then you canmodel random effects for the

association between the predictor and the media-

tor (i.e., the ‘a’ path) and between the mediator

and outcome (i.e., the ‘b’ path; see Montoya,

Chapter 25 in this volume). If you model these

as two random effects, then you allow the two

mediational paths, a and b, to vary from person to

person. In this case, even when there is an indirect

effect on average, a substantial proportion of par-

ticipants may not show an indirect effect,
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suggesting more limited within-person media-

tion. For example, perhaps people feel more

socially secure on days when they feel more

belonging, and this lifts their mood. We might

see this indirect effect when we look at the fixed
effects, but the random effects could tell a differ-

ent story. For one person, it may be that belonging

is associated with more security, but security is

not associated with mood. For another person,

belonging is not associated with feeling more

secure, but security does predict increased posi-

tive mood. In order to showwithin-person media-

tion when you are modeling random effects, you

therefore need to run an analysis in which you

simultaneously predict both your indirect paths

and the covariance between their random effects

(see Bauer et al., 2006 for steps for running this

type of analysis).

22.3.7 Deciding How to Structure Your
Time Variables

If you have equally spaced timepoints, creating a

variable to represent time is simple (e.g., 0–6 for a

seven-day diary). However, if you have unequal

spacing, you have to decide whether to model the

timepoints by the number of the timepoint (0, 1,

2, 3) or distance from baseline (0, 1, 6, 12).Which

approach you take will depend on the questions

you are asking, but be aware that it is important to

model time as actual distance from baseline in

situations where you are (a) accounting for auto-

correlations that assume that errors in timepoints

closer together are more highly correlated than

those further apart and/or (b) modeling time as a

predictor, such as when using growth curve

models.

When you have event-contingent data, you will

have unequal spacing, with data at different times

for different people. You could average across

time bins (e.g., if you track people for a month,

you could calculate the average events for each

person for each of the four weeks). Or you can

treat time as an ordering variable, listing each

event sequentially, and then create a second vari-

able that lists when each event occurred for each

person, relative to a point of interest, such as the

baseline or the time the event last occurred (e.g.,

how many minutes since a person last checked

social media). Sometimes you have different

numbers of events per person and need to create

a variable for time that reflects the largest number

of events possible. For example, if people report

every time they have a conflict, your time variable

would go from 1 to 20 (i.e., twenty rows or

columns) if the maximum number of conflicts
reported in your sample was twenty, and most

people would have some missing data.

You can create multiple time variables to

reflect different ways of modeling time. If you

have ESM data, you might have one variable that

represents data collected within a day (e.g., 0–3

for the four daily check-ins), one that represents

each day (e.g., 0–6 for the seven days), and one

that is sequential (0–27 for all timepoints). These

different approaches provide you with flexibility
in your analyses.

22.4 Additional Considerations
with Repeated-Measures Data

When modeling over-time data, there are advan-

tages and challenges. Below we outline some of

the unique questions you can ask with repeated-

measures data, as well as providing details on

additional analytic issues.

22.4.1 Assessing Over-Time Patterns

As we have mentioned throughout this chapter,

longitudinal designs that have many timepoints

create opportunities for understanding how pro-

cesses change over time. For example, relation-

ships researchers are often interested in mapping

patterns of long-term change in relationship qual-

ity: work on newlyweds, for instance, has exam-

ined how personality traits and behaviors relate to

change in marital satisfaction over time (Karney
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& Bradbury, 1997; Lavner & Bradbury, 2010;

Williamson & Lavner, 2020) The most common

approaches for modeling change over time

include growth curve models in which time is

entered as a predictor in the model. There are

both MLM and SEM-based growth models

(repeated measures are modeled as indicators on

a latent factor in SEM). Although growth curve

models may sound complicated, they are actually

fairly straightforward. Time is a predictor in your

model, and you can examine mean levels (via the

intercept) as well as change over time (via the

slope for your time variable). You can also have

moderators, to test whether changes over time

differ as a function of another variable. For exam-

ple, researchers could choose to test whether

change in relationship satisfaction over time

depends on attachment security, with securely

attached individuals showing more stable pat-

terns of satisfaction. This can be tested with a

cross-level interaction (attachment by time).

Growth curve models can also accommodate

interactions with time-varying variables. Here, it

may be easier to think about time as the modera-

tor. For example, researchers could test whether

the association between physical attraction and

relationship satisfaction changes over time – do

people’s feelings about their relationship become

less tied to how attractively they view their part-

ners as the relationship progresses? Models of

these types can be used with more intensive long-

itudinal data as well, such as diary or ESM data

(Bolger & Laurenceau, 2013).

Over-time patterns may not be linear, so it is

important to look beyond linear to polynomial or

nonlinear associations (Girme, 2020; Hayes et al.,

2007). Keep in mind that you must have enough

timepoints to fit more complicated polynomial

relationships. When visually inspecting your

data, you may notice nonlinear longitudinal

trends that necessitate the use of non-polynomial

(e.g., quadratic or cubic) terms. In this situation,

to best approximate different trends in your data,

you could use a piecewise regression model, also

called a spline, segmented, or broken-stick

regression, in which you estimate different slopes

for different phases (e.g., Frost & Forrester, 2013;

see Simonsohn, 2018, for an algorithm to help

identify these slopes for U-shaped trajectories).

When running over-time models, all our points

about random effects and centering still stand. In

fact, people are often interested in random effects

when modeling over-time patterns, because they

provide useful information about how much

variability there is in change over time (Bolger

& Zee, 2019). One somewhat unique feature of

time is that, although you have a different score at

each timepoint and you can model random effects

such that people have different slopes over time,

you generally cannot unconfound within- and

between-person effects, because everyone typi-

cally has the same scores on time at each time-

point (i.e., 0–13 for a fourteen-day diary), and

thus they have the same between-person means

and deviations. Because of this, time is typically

centered on a timepoint of interest (e.g., starting

point, midpoint, or point of intervention).

22.4.2 Including Time in Your Model

You may have longitudinal data in which time is

not a central interest, such as our prior examples

of predicting mood from feelings of belonging.

Although you have over-time data, your research

questions are not actually time-based. Even when

this is the case, it is important to consider time as

a potential covariate. For our example, it may be

that as people complete daily diaries reflecting on
feelings of belonging and their mood, they

become more sensitive to their environment and

their mood and this leads to increases in both

belonging and mood. If this was the case, then

time would be a third variable associated with

similar changes in both feelings of belonging

and mood. An analysis without time in the

model would show a strong association between

belonging and mood, but adjusting for time as a

continuous covariate would reveal that it was a
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spurious correlation. Treating time as a covariate

accounts for direct effects of time on these vari-

ables, as well as any other relevant processes that

also change systematically over time. Note that

when time is treated as a continuous covariate, it

accounts for over-time trends in the outcome, but

does not account for any nonindependence within
or between timepoints, as described in the sec-

tions above. In models where you have noninde-

pendence within timepoints or have correlated

residuals, you can both model time as a predictor

of interest and account for its nonindependence.

As described above, in addition to treating time

as a main effect in your model, you can consider

interactions between time and other predictors (i.e.,

growth curve analyses). For example, researchers

found that the within-person association between

co-rumination and rumination increased for adoles-

cents over the course of three and a half years

(DiGiovanni et al., 2022). Temporal changes in

within-person associations may also be the result

of measurement error: for instance, researchers

found that the association between a child’s

reported mood and reported conflict with their par-
ents weakened over time, an effect they attributed to

fatigue with the study (Reynolds et al., 2016).

Again, temporal change in predictor–outcome asso-

ciations might not be your key question of interest,

but understanding whether it exists may be impor-

tant for thoroughly characterizing your effects.

22.4.3 Assessing Directionality

When you collect repeated measures, one oppor-

tunity you have is testing questions of direction-

ality using lagged models (though note that you

can also assess questions of directionality with

repeated-measures data using simultaneous-

effects models; Goldring & Bolger, 2021).

Although lagged models certainly do not replace

experimental manipulations, they can help inform

understandings of directional relationships (Iida et

al., 2012). Lagged models predict a variable at one

timepoint from a variable at a prior timepoint.

For example, to identify the direction of the

relationship between feelings of belonging and

mood, you can predict mood tomorrow from

feelings of belonging today and vice versa (feel-

ings of belonging tomorrow from mood today).

If you find that feelings of belonging today pre-

dict mood tomorrow but not the reverse, then

you have evidence for a direction that goes from

belonging to mood (this does not mean that

there is strong evidence that belonging causes

mood, but rather that there is a temporal order to

these processes and that we can predict some of

the variability in a person’s mood on one day

from their feelings of belonging the prior day).

If you find evidence for both directions, that

might suggest a bidirectional association.

Importantly, these models should adjust for the

outcome variable measured at the same time as

the predictor, in order to predict change over

time and adjust for correlations between the

outcome measured at different timepoints.

Thus, in a lagged model with belonging predict-

ing mood, you would have belonging today and

mood today predicting mood tomorrow. You

can do this in models with only two data points,

or with many points, in which every timepoint

predicts the next timepoint.

The examples above describe models in which

today’s predictor predicts tomorrow’s outcome,

but you may also read articles in which yester-

day’s predictor predicts today’s outcome – these

are the same model. You can also predict lags of

greater than one day. Perhaps you are interested in

the lingering effects of belonging. You can test

this by conducting analyses in which mood is

predicted from belonging one, two, or three

days earlier (e.g., Bolger et al., 2000). Be aware,

however, that you will “lose” data as your lags get

longer: a lag of one is associated with one lost

timepoint, a lag of two is associated with two lost

timepoints, and so on. This data loss is also com-

pounded by any missing data. For instance, with a

lag of two timepoints, every missing timepoint

deletes two timepoints; thus, a fourteen-day daily
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diary study with a lag of two and two missing

timepoints on days 5 and 8 has only eight time-

points for which both predictor and outcome

values exist.

Another approach that provides some evidence

of directionality, though not as strongly, is to run

models in which your predictor and outcome are
measured at the same timepoint, but you adjust

for the outcome at the prior timepoint. In this way,

you still assess change over time, but look at the

associations between your variables of interest

within the same time period. For example, if

you are interested in associations between

belonging and mood within the same day, adjust-

ing for mood the prior day can help you test

whether it is just that people feel better, both in

terms of belonging and mood, following days

when they were in a better mood, or whether

belonging is uniquely associated with mood

above and beyond its prior effects. In other

words, on days when you feel you belong more

than you usually do, do you experience increases

in mood from the prior day? In this way, you can

glean some evidence that points to directionality

even when your interest is in contemporaneous

associations.

A third way people model lagged effects is

looking at change in one variable predicting

change in the other variable (see, e.g., Stadler

et al., 2012). For our diary study with belong-

ing and mood, this would look like a change

score from today’s feeling of belonging to

tomorrow’s feeling of belonging predicting a

parallel change score from today’s mood to

tomorrow’s mood. Note that you will get dif-

ferent effects if you also adjust for mean

levels of belonging and mood today because

change may be related to initial levels (see

section 22.4.6 on pre–post design below for

more on this). This approach provides infor-

mation about whether corresponding changes

are associated with each other, providing

slightly different information about causality

than the other lagged approaches.

The best approach for examining directionality

will depend on the question you are interested

in testing. It is appropriate to test lagged effects

in multiple ways, as long as you are transparent in

your reporting (e.g., Matthews et al., 2014; Orth

et al., 2021). In fact, conducting lagged analyses

of different types may yield valuable insights into

the ways in which your variables of interest are

(or are not) related to each other over time. As

with other aspects of longitudinal data analysis

(e.g., random effects estimation and nonlinear

trends), preregistering your exact analysis plans

for lagged effects might be difficult. Therefore, if
you want to preregister your analysis strategy, we

recommend preregistering a general plan with

specific steps that build on each other. For exam-

ple, maybe you plan to examine temporal varia-

bility in your data first and then to test a certain

lag length based on what you learn. Your prere-

gistration could also include the kinds of lagged

analysis you plan to test and a statement that you

will report all analyses conducted.

22.4.4 Data Visualization

As with all kinds of data and models, visualiza-

tions can be powerful tools. With repeated-mea-

sures data, we recommend visualizing your data

at several steps in your analytic process. First,

examining visuals of one’s raw data can be

incredibly useful. Histograms of the variables

you’ve measured, as well as raw plots of how

variables change over time, can help you under-

stand the nature of the processes you’re examin-

ing. Many times, these plots can inform choices

within your analytic model. For example, you

might predict that stress increases linearly over

the course of the semester for college students.

But when you examine the average pattern of

change over time, you instead see a nonlinear

pattern, leading you to examine time in both

linear and nonlinear forms. As another example,

perhaps you think that most people experience

similar changes in cortisol concentrations over
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the course of the day. But, when you examine

plots of cortisol levels for individual participants,

you notice substantial variability. This observa-

tion might lead you to explicitly allow for hetero-

geneity in people’s cortisol responses across the

course of a day within your model.

Second, once you begin constructing and eval-

uating analytic models, it can be helpful to

visually assess the degree of alignment between

raw values and model-predicted values. These

visualizations can provide you with a sense of

how well your model fits your data and whether

there are any potential issues to look out for. For

example, are there a few outlying observations in

your data that are driving effects (McClelland,

2000)? Does your model appear to be a good fit
for some participants, but not for others? How big

are your effects – they may be statistically sig-

nificant, but are they noticeable when looking at

your data? Many software programs also have

particular procedures or packages that provide

visualizations aimed at helping you understand

whether your model fits your data well and/or

whether you have violated assumptions of your

model, and these procedures can save an enor-

mous amount of time – and potential embarrass-

ment at a later stage – when evaluating your

analyses.

Lastly, there is nothing quite so helpful to other

people who want to understand your data as a

well-constructed visualization. Many times,

visuals are what stick in people’s minds after

they have read (or quickly scanned) a paper, and

so it can be worthwhile to invest time and effort in

the development of compelling figures. With

repeated-measures data, in particular, readers

often want to see how variables change over

time (even if this is not a focus of the paper) –

both in terms of the average change over time,

and in how much variability exists around this

effect. Increasingly, readers also expect plots that

show predicted values as well as raw observa-

tions, and there are many creative ways to show

both within the same figure.

22.4.5 Extracting Individual Slopes

If you are using MLM, you can model individual

variability through random slopes in your model,

and you can also extract those individual slopes

and use them as predictors. For example, stress

researchers are sometimes interested in whether

differences in how people feel on days with high

stress versus low stress predict long-term health.

In order to test this question, they use daily stress

(often coded as stress day versus non-stress day)

to predict an outcome of interest, such as blood

pressure, and model random slopes. They then

extract these individual slopes and use them to

predict long-term health outcomes, testing

whether people who show greater stress reactivity

have worse health over time (e.g., Sin et al.,

2015). Another example would be extracting peo-

ple’s individual growth curves to see whether, for

example, individual trajectories of satisfaction

over the first ten weeks of a relationship predict

breakups months later (Arriaga, 2001). Slope

extraction is usually an option you can request

when setting up the syntax for your model.

22.4.6 Pre–post Designs and Lord’s
Paradox

When you are interested in predicting change

across two timepoints for two or more groups of

people, as in a pre–post design, you can use the

change between T1 and T2 as the outcome vari-

able (known as a change score approach) or just

the value at T2 as the outcome variable. With this

second approach, when predicting T2, people

often include T1 as a predictor in an attempt to

adjust for its influence; this is known as a resi-

dualized approach. When you adjust for T1 as a

predictor (regardless of whether the outcome is a

change score or just the value at T2 – you will get

the same results for both of these analyses if T1 is

a predictor), the results can be different from an

approach where you do not adjust for T1. When

comparing groups, this phenomenon is known as
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Lord’s paradox and can make it challenging to

figure out which approach to use. A key question

to consider is whether the groups are “pre-exist-

ing” and were already different on your variable

of interest at T1. For example, if you want to

know whether people from rural versus urban

areas change over time in the number of daily

cross-race interactions they have, you will likely

already have pre-existing group differences, with

people from urban areas having more cross-race

interactions at T1. Assuming that these differ-

ences are consistent at T2, you are best off using

the change score approach that subtracts group

differences out of the outcome (Van Breukelen,

2013). This is because the residualized change

approach cannot be used to appropriately adjust

for differences that are constant over time

between groups. If there are no differences

between your groups at T1 (as would be expected

with randomly formed groups), then both meth-

ods will produce the same results (Van Breukelen,

2013).

22.5 Concluding Thoughts

Although we have tried to be comprehensive in

covering the most critical issues of longitudinal

design and data analysis in this chapter, no single

chapter can provide you with all the information

you need to analyze repeated-measures data, nor

can it cover all the different possibilities available

to you with this type of research design. Thus,

below, we list a few additional methods that we

have not covered here, along with some recom-

mended books. We also note that this is an emer-

ging area with frequent advances in statistical

techniques and analytic programs, which means

that there are increasingly new and exciting

opportunities that we were not able to cover

here. We hope, however, that this chapter will

be a resource you can return to as you work to

figure out which questions you need to answer

when designing and analyzing longitudinal

studies.

Additional methods that were not discussed

here include

• dynamic structural equation models

(Asparaouhov et al., 2018; McNeish &

Hamaker, 2020)

• differential-equation/dynamical-systems mod-

els (Boker, 2012; Butler & Barnard, 2019;

Zee & Bolger, 2022),

• survival analysis (Singer & Willett, 2003),

• time series analyses (Box et al., 2015),

• Markov transition models (Liang et al.,

2021), and

• group-iterative multiple-model estimation

(Gates & Molenaar, 2012).
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